
I. Introduction

Security of lightweight cryptography is a

big issue since it has to be resistant to all

cryptanalytic attacks while providing efficient

performance. A large number of lightweight

block ciphers have been proposed so far, and

standardization of lightweight block ciphers is

still in progress. Lightweight block ciphers

are designed with a relatively simpler

structure and because of this they might

become a target of new cryptanalytic attacks.

One of the new attack methods has recently

attracted interest in the field of cryptography

which is Neural cryptanalysis [1]. Neural

cryptanalysis showed possibility to analyze a

cipher without a great amount of time and

cryptographic knowledge [2]. In particular, a
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research presented on CRYPTO’19 by Aron

Gohr [3] proposed a key recovery attack

conducted by constructing a differential

neural distinguisher to the lightweight block

cipher SPECK, and it achieved better results

than conventional differential cryptanalysis.

Further researches in this field are mostly

conducted on applying attacks to other

algorithms and building new attack scenarios.

In this paper, we extend our study on

Related-key neural distinguisher [1] which is

method of constructing neural distinguisher

using relation between keys. We apply it to

lightweight block ciphers SPECK-32/64,

HIGHT, SIMECK-32/64 and CHAM-64/128.

Also we apply Gohr’s neural distinguisher on

HIGHT, SIMECK-32/64 and CHAM-64/128

block ciphers and compare results of Gohr’s

distinguisher and Related-key neural

distinguisher.
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Abstract

Neural networks have shown an excellent results in various areas such as image

classification and natural language processing. Application of neural networks in

cryptography has been around for many years, but results have not been significant until

recently. At the CRYPTO'19 a new deep learning-based distinguisher on SPECK-32/64 was

proposed, which was extended to a practical key recovery attack. The proposed distinguisher

was constructed using the differential characteristics of the cipher and neural distinguisher

performed better than classical one. Recently most researches are conducted on extending

attack to other ciphers and constructing different attack scenarios. In this paper, we extend

our method of constructing a neural distinguisher using related key characteristics to

lightweight block ciphers SPECK, HIGHT, SIMECK and CHAM.



II. Background

1.1. Related works

Neural Distinguisher proposed by Gohr on

CRYPTO’19 is based on convolutional neural

network model ResNet, the winning model of

the image classification competition

ILSVRC’15. Input of the distinguisher consist

of two concatenated ciphertexts 
converted to binary, where  
and  ⊕ . Ouput
of the d is a result of determining whether

the input data is a ciphertext or a random

data. Their proposed neural distinguisher on

Speck achieved better results than existing

differential distinguisher and results are

shown in the Table 1.

R Model Accuracy
5 Neural distinguisher 0.929
5 Differential distinguisher 0.911
6 Neural distinguisher 0.788
6 Differential distinguisher 0.758
7 Neural distinguisher 0.616
7 Differential distinguisher 0.591

Table 1. Differential Distinguisher on SPECK-32/64

Inspired by this work several studies were

conducted. Anubhab Baksi et al. [4] proposed

new neural network distinguisher scenario

using the concept of an all-in-one differential

that performs an attack using multiple

differences. Tarun Yadav et al. [5]

constructed distinguisher by extending

classical differential distinguisher with high

probability of r-round by using the s-round

machine learning distinguisher and it

distinguishes r+s rounds.

1.2. Related-key attack.

A related-key attack is a type of

cryptographic attack that exploits some

mathematical relation between keys. Relation

is a some function  known or selected by
an attacker where    . One of the its

forms is differential relation between keys

such   ⊕∆ . This relation exploits

properties of differential distribution when

plaintexts are encrypted with related keys [6].

1.3. Lightweight block ciphers

SPECK-32/64 is block cipher that has a

Feistel structure with 32-bit block, 64-bit key

and 32 rounds. Round function consists of

simple operations: bitwise XOR, addition

modulo  and circular shifts [7]. Block

cipher HIGHT has ARX based Feistel

structure. It consists of operations such as

XOR, addition modulo  , and left bitwise
rotation. HIGHT has 32 rounds, 64-bit block

size and 128-bit key size [6]. SIMECK-32/64

is block cipher with Feistel structure. It

consists of circular shift, bitwise AND and

bitwise XOR operations and it has 32-bit

block, 64-bit key and 32 rounds [8].

CHAM-64/128 is a block cipher with 64-bit

block, 128-bit key, 80 rounds and it has

Feistel structure. It consist of bitwise XOR,

addition modulo  and circular shifts [9].
III. Related-key Neural Distinguish

er

Neural distinguisher proposed by Gohr was

constructed by exploiting differential

characteristics of the cipher and it had better

performance than classical differential

distinguisher. New method of constructing

neural distinguisher which uses differential

relation between keys – Related-key neural

distinguisher was proposed in [1].

Input of the model consist of ciphertext

pair   ′  where    and

 ′  ⊕∆ encrypted using related

key with input differential ∆ . Output of the
model is a result of distinguishing ciphertext



of target cipher from random data.

Dataset for our distinguisher is generated

using Algorithm 1. The algorithm generates

labeled ciphertext pair   ′  converted to
binary which is result of encryption with

related keys.

Using generated dataset we train neural

network and get accuracy of distinguisher for

target number of rounds by Algorithm 2.

Neural network model used is SE-ResNet

which is ResNet model with SE block from

SENet. SENet is winning model of

classification challenge ILSVRC‘17.

Choice of input differential is an important

part of differential related-key attack. In most

cases the differential that shows good

probability is a one-bit difference. In the

experiments differences were chosen by

exhaustive search. Algorithm 2 was run for

every one-bit difference and the differential

that had the best result was chosen as a

final input differential.

IV. Experiments and results

4.1. Differential neural distinguisher on

HIGHT, SIMECK and CHAM.

We applied Gohr’s differential neural disting

uisher on block cipher HIGHT, SIMECK-32/

64 and CHAM-64/128. Ciphertext pairs for

input of the model are generated as follows:  and  ⊕∆ .
Input differentials are one-bit differentials

that had best accuracy:

Ÿ SPECK:  
Ÿ HIGHT:  
Ÿ SIMECK:  
Ÿ CHAM:    
Data size for training =  , for validation
=  . Results are shown in the Table 2.

R SPECK HIGHT SIMECK CHAM
1 1.0 1.0 1.0 1.0
... ... ... ... ...
5 0.9065 1.0 1.0 1.0
6 0.7540 1.0 0.9997 0.9999
7 0.5078 0.9999 0.9970 1.0
8 - 0.9990 0.9720 0.9999
9 - 0.7472 0.7888 1.0
10 - - 0.6125 0.9999
... - - - ...
27 - - - 0.5593
28 - - - 0.5603

Table 2. Results of Gohr’ neural distinguisher

on HIGHT, SIMECK and CHAM

4.2. Related-key neural distinguisher on

SPECK, HIGHT, SIMECK and CHAM.

Ciphertext pairs are generated as follows:

  and  ′  ⊕∆ . Input
differentials:

Ÿ SPECK:    
Ÿ HIGHT:  
Ÿ SIMECK:    
Ÿ CHAM:     



Training data size -  , validation -  .
Results are shown in the Table 3.

R SPECK HIGHT SIMECK CHAM
1 1.0 1.0 1.0 1.0
... ... ... ... ...
6 1.0 1.0 1.0 1.0
7 0.9773 0.9999 0.9999 0.9999
8 0.8467 0.9999 0.9998 1.0
9 0.5920 0.9998 0.9957 1.0
10 - 0.9991 0.9706 1.0
11 - 0.7493 0.7818 1.0
12 - - 0.6088 0.9999
... - - - ...
27 - - - 0.6496
28 - - - 0.5348

Table 3. Results of Related-key neural

distinguisher

Related-key neural distinguisher on SPECK

was able to improve a number of attacked

rounds by 2 compared to Gohr’s results.

Similarly to results of SPECK, proposed

distinguisher on HIGHT and SIMECK

attacked 2 more rounds compared to Gohr’s

distinguisher. Results of proposed related-key

distinguisher on CHAM did not show

improvement of attacked rounds. By these

results, we can assume that distribution of

related-key characteristics have higher

non-random behavior than differential

characteristics for SPECK, HIGHT and

SIMECK and similar for CHAM.

V. Conclusion

In this paper we extended our study [1] on

neural distinguishers. We applied Related-key

neural distinguisher on lightweight block

ciphers SPECK, HIGHT, SIMECK and

CHAM. Application of this method which

uses differential relation between keys

showed to have better results that Gohr’s

distinguisher for SPECK, HIGHT, SIMECK

and similar for CHAM. These results show

that we can improve performance of neural

distinguisher by constructing new attack

scenarios using different properties of ciphers.
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